Al-driven network security represents a paradigm shift in defending against
cyber threats. As Al technologies continue to advance, network security will become
more proactive, adaptive, and effective in safeguarding our digital ecosystems.
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Abstract: Sign language recognition has gained significant attention due to its
potential to bridge communication gaps between the deaf and hearing communities.
This article presents a comprehensive review of machine learning methods employed
for the recognition of Uzbek Sign Language (UzSL). The unique visual and spatial
nature of sign languages poses challenges that necessitate specialized techniques for
accurate recognition. This review surveys various approaches, ranging from traditional
techniques to modern deep learning methods, used to recognize UzSL gestures. The
article begins by introducing the significance of UzSL recognition and its impact on
facilitating effective communication for the Uzbek deaf community. It outlines the
complexities involved in sign language recognition, including variations in hand
shapes, movements, and facial expressions. The challenges of limited training data,
real-time recognition, and capturing dynamic features are discussed in depth. A survey
of traditional machine learning methods such as Hidden Markov Models (HMMs),
Support Vector Machines (SVMs), and k-Nearest Neighbors (k-NN) is presented,
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along with their applications and limitations in UzSL recognition. The evolution of
these methods into more sophisticated approaches like Dynamic Time Warping (DTW)
and Conditional Random Fields (CRFs) is also explored.

Keywords— Uzbek Sign Language (UzSL), Sign language recognition,
Machine learning, Deep learning, Gesture recognition, Deaf communication, Hand
gesture analysis, Spatial-temporal features, Convolutional Neural Networks (CNN),
Recurrent Neural Networks (RNN), Hidden Markov Models (HMM), Support Vector
Machines (SVM), k-Nearest Neighbors (k-NN), Dynamic Time Warping (DTW),
Conditional Random Fields (CRF), Transfer learning, Data augmentation, Multimodal
recognition, Real-time recognition, Sign language datasets, Communication
technology, Deaf community, Human-computer interaction, Interactive technologies,
Multilingual sign languages, Gesture-based interfaces.

Introduction

In the mosaic of global languages, sign languages represent a vivid and vital
thread, weaving together cultures and communities that communicate through gestures
rather than words. Within this diverse tapestry lies Uzbek Sign Language (UzSL), an
emblem of communication for the Uzbek Deaf community. As technological ingenuity
marches forward, the fusion of machine learning and sign language recognition emerges
as a potent force, holding the potential to bridge linguistic divides and enhance the lives
of individuals who rely on UzSL for expression. This article embarks on a journey into
the realm of machine learning methods tailored for Uzbek sign language recognition,
discovering how these algorithms harness data, pattern recognition, and innovation to
decipher the intricate dance of UzSL's gestures. From the intricate nuances of feature
extraction to the awe-inspiring capabilities of neural networks, join us in exploring how
the marriage of machine learning with UzSL can amplify inclusivity, understanding,
and cross-cultural dialogue.

Literature review

The intersection of machine learning and sign language recognition has
witnessed considerable advancements, empowering diverse Deaf communities
worldwide with more inclusive means of communication. Notably, research on machine
learning methods tailored for sign language recognition has primarily focused on
American Sign Language (ASL) and other widely studied sign languages. However, the
exploration of Uzbek Sign Language (UzSL) within this context remains relatively
limited, despite its cultural and linguistic significance.

In the broader landscape of sign language recognition, traditional approaches
have often relied on hand-crafted features, such as hand shape, motion trajectory, and
facial expressions, to train classification models. These methods, although effective to
a certain extent, often struggle to capture the intricacies of complex sign languages like
UzSL, where gestures are imbued with cultural nuances and context-dependent
meanings.

Recent strides in deep learning have revolutionized the field, offering promise in
untangling the intricacies of sign language recognition. Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs) have demonstrated remarkable
efficacy in capturing spatial and temporal information from video sequences of sign
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gestures. Transfer learning techniques, which leverage pre-trained models on large
datasets, have also shown potential in accelerating the training process and improving
recognition accuracy.

Sign languages are govern by specific rules and components, with each country
having its own unique sign language, similar to natural languages. Dactyl languages
such as American Sign Language (ASL), British Sign Language (BSL), Japanese Sign
Language (JSL), Arabic Sign Language (ArSL), and Indian Sign Language (ISL) have
been develop [1]. UzSL (Uzbek Sign Language) is a sign language based on Uzbek
grammar and the Latin script, with numerous methods available for its development and
learning. Expert teachers, educational content, and intellectual e-learning resources are
widely accessible for learning sign language, which in turn, facilitates and promotes its
dissemination [5].

Learning sign language is essential, as it serves as a universal tool necessary for
communication among all members of society. It strengthens and fosters closer
communication between individuals.

Effective communication between individuals with hearing/speech impairments and the
public necessitates the conversion of sign language into a more universally understood
language [1]. The objective of our research is to develop the UzSL translation system.

Analysis and results

To explore the effectiveness of machine learning methods for Uzbek Sign
Language (UzSL) recognition, a comprehensive dataset of UzSL gestures was curated.
This dataset captured a diverse range of expressions, movements, and contextual
variations. It comprised both static and dynamic gestures, meticulously annotated by
sign language experts and native UzSL users to ensure accuracy and authenticity.

Several machine learning algorithms were employed to decode UzSL gestures,
each catering to the language's unique linguistic and cultural features. As the research
pivoted towards more advanced techniques, deep learning models emerged as
promising contenders. Convolutional Neural Networks (CNNs) were adept at
capturing spatial information from static gestures, effectively discerning hand shapes
and configurations. Recurrent Neural Networks (RNNs), equipped with Long Short-
Term Memory (LSTM) cells, exhibited proficiency in modeling the temporal dynamics
of dynamic gestures, taking into account the fluidity and rhythm characteristic of

UzSL.
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Figure 1. Dactyl alphabet of the Uzbek language based on the Latin script.
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Processing: Uzbek Sign Language (UzSL) is a visual mode of communication
utilized by the deaf community residing in Uzbekistan. It is derive from the Russian
sign language, which belongs to the French sign language family. While sharing
similarities with other sign languages, UzSL also has its own distinctive elements and
structure. For our research, we utilized the dataset of the fingerspelling alphabet,
consisting of 30 letters, in UzSL.

K points are establish in each frame, with K being the number of frames. Each

identified point is represented as N1 = (Nf'”,Ny[i'”), wherei=1,2,3,...,N, and j
=1, 2, 3, ..., K. For static gestures, all designated points should maintain their

coordinates over time. This applies to the dynamic six letters as well, as they are treat
as static, and the last frames of their respective videos are take [13]. The evaluation

point, N[Wl = (N,E”],NJE”]) , bu yerda NV = ;Zﬁ'{ﬂNaPJ]’ Ny[”] = EzleNy[”], was
employed. In our study, each hand displays 28 symbols.

Class P_reci- Reca [F1- Class I_=>recis Reca |F1- Figure 3. UzSL S-ign |_-anguage
sion 1l score ion | score Model, a Native Visual
A |068 |1.00 |075 |Q |1.00 |1.00 | 1.00 .
B 100 [100 [100 [R 100 [100 [Loo | COmmunication Tool for the
D |1.00 |1.00 |1.00 |S |1.00 |1.00 | 1.00 Hearing/Speech Impaired
E |1.00 | 100 |1.00 |T |083 |0.76 | 0.83 Community.
F |1.00 | 100 |1.00 |U |0.75 |0.65 |0.75 . N
G |071 [059 (071 |V |1.00 |1.00 |1.00 H:)d . ReBimge
H |1.00 | 1.00 |1.00 | X | 069 |0.75 | 0.69 [
| | 1.00 | 1.00 |1.00 |Y |084 |0.72 |0.84 rm——
J 083 076 |083 |z |1.00 |0.73 |1.00
K 086 |0.71 |0.86 | O° | 065 |057 |0.68 —
L [0.76 |0.65 |0.76 | G* | 0.69 |0.55 | 0.68 il Il Inuiod
M | 081 |0.72 |0.81 |Sh |0.86 |0.74 | 0.86
N |1.00 | 1.00 |1.00 |Ch | 0.84 |0.72 | 0.86 o
O |1.00 |1.00 |1.00 | Ng | 0.83 |0.78 | 0.88 o
o ae = Spatse . Tamil | Text
’ .Leatzlrets : Repcr; ssesrf::lon Alphabet "|  Creation
P |0.74 | 061 |0.74 081 [0.82 |0.89

Tab. 1. Accuracy measurment for UzSL |

CONCLUSION

This research paper discusses a task involving recognition of sign language and
proposes a two-stage transfer learning approach for Sign Language Recognition (SLR).
The Inception V3 pre-existing model was utilized for this task, where the model was
initially trained on the ImageNet dataset, and then on the Kaggle ASL dataset.
Subsequently, we applied the two-stage transfer learning approach and trained the
model with our UzSL dataset. The obtained results are present in Table 1, which
illustrates that the letters O° and G* exhibited lower accuracy values. This paper
presents the development of a real-time recognition system for the Uzbek dactyl sign

86



language, which consists of a dactyl alphabet of 28 signs. Our method combines static
and dynamic data types into a single database, enabling real-time interpretation of both
dynamic and static gestures. The objective of this research is to achieve accurate
recognition of Uzbek sign language. To attain this objective, a dataset consisting of
over 3000 images for 28 gestures was create. However, the limited number of images
affected the clarity of our results. We also considered lighting as a parameter affecting
recognition quality, to ensure that our development yields satisfactory results. Gesture
classification was carry out using three classification algorithms. The random classifier
had an average accuracy of 83.2%. In addition, the performance of the algorithm was
evaluate based on its speed of execution and training time.
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