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This study investigates the integration of Automatic Speech
Recognition (ASR) technologies in the collection and analysis of
spoken learner corpora, with a focus on L2 contexts. Employing
a mixed-methods design, the research evaluates the
effectiveness of ASR systems, specifically, Whisper and BERT-
based models in producing accurate transcriptions and
facilitating  language acquisition. Quantitative results
demonstrate high transcription accuracy, while qualitative data
reveal that ASR-supported feedback significantly enhances
learner engagement, pronunciation, and speaking proficiency.
Technological limitations and ethical concerns related to data
privacy and feedback mechanisms are also taken into account.
Overall, the findings highlight the transformative potential of
ASR technologies in language education by enabling scalable,
real-time assessment and personalized feedback, while
underscoring the need for continued refinement and equitable
implementation across diverse learner populations.
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Korpusga asoslangan diskurs tahlili: Nutgni avtomatik
aniqlash (ASR) dasturlari va og'zaki nutq Korpusini

to‘plash

ANNOTATSIYA

Kalit so‘zlar:

Avtomatik nutqni aniglash
(ASR),

nutq transkripsiyasi,

Ushbu tadqiqot Avtomatik nutgqni anigqlash (ASR)
texnologiyalarining ingliz tilini ikkinchi til sifatida (L2)
o‘rganuvchilarning og‘zaki korpuslarini yig‘ish va tahlil qilish
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jarayoniga integratsiyasini o‘rganadi. Turli metodlarni
aralashtirish usulida olib borilgan mazkur tadqiqot ishida
Whisper va BERT asosidagi modellar misolida ASR tizimlarining
aniq transkripsiyalar yaratish va ikkinchi til o‘zlashtirish
jarayonini oshirishdagi samaradorligi baholandi. Miqdoriy
natijalar transkripsiya yuqori aniqlikda ekanligini ko‘rsatdi,
tavsifiy jihatdan esa ASR ga asoslangan fikr-mulohazalar
(feedback) talabalar faolligining, hamda talaffuz va og‘zaki nutq
ko‘nikmalarining sezilarli darajada yaxshilanishiga olib kelishini
aniqladi. Texnologiyaning kamchilik tomonlari, ma’lumotlar
maxfiyligi hamda fikr-mulohaza mexanizmlari bilan bog'liq
axloqiy masalalar ham tadqiqot doirasida o‘rganib chigqildi.
Tadqiqot natijalari ASR texnologiyalarining til ta’limini tubdan
o‘zgartirish salohiyatiga ega ekanligini tasdiqladi, ya'ni mazkur
texnologiya  o‘quvchilarni real vaqtda baholash va
individuallashtirilgan fikr-mulohazalar (feedback) taqdim etish
imkonini berib, til o‘rganuvchilarning har qanday toifa
guruhlari uchun qo‘llanilishi mumkin deb topildi.

dHAJIN3 AUCKYPpCa: TEXHOJIOTUH

AaBTOMATU4YECKOro pacno3HaBaHusA pedyu (ASR) u coop
KOPIYC YCTHOM pedu

AHHOTAIIUA

Knawuesvle caosa:
aBTOMaTH4YecKoe
pacno3HaBaHue peun (ASR),
TPaHCKPUIILMS peyHy,
KOpIyc,

aHaJIM3 yCTHOI'O AUCKYPCa,
YCBOEHHE BTOPOTO S3bIKA.

JlaHHOe Hcc/ielOBaHME MOCBALEHO UHTErpaluyd TeXHOJIOTUN
aBTOMaTH4ecKoro pacnosHaBaHus peud (ASR) B nporneccel coopa
M aHa/M3a KOPIYCOB YCTHOW peud OOyYarolUXCs, C 0COOBbIM
BHAMaHHWeEM K KOHTEKCTY H3y4YeHHUsl aHIJIMMCKOTO f3blKa KakK
BToporo f3bika (L2). Hcnonp3ys cMellaHHBIA  METO[,
YCCJIe/IOBaHUs], aBTOp oleHUBaeT 3¢dekTuBHOCTL ASR-crcTeM
— B vacTtHocTtH, Moaesert Whisper u BERT — B ob6ecneuyeHuu
TOYHOM TPAHCKPUILUHU U COAEUCTBUU YCBOEHUIO MHOCTPAHHOTO
ga3blKa. KosiMyecTBeHHble [laHHBIE TMOATBEPXKJAIT BbICOKYHO
TOYHOCTb TPAaHCKPUILUH, TOrJa KaK KaueCTBEHHbIe Pe3yJibTaTbl
CBU/IETEJILCTBYIOT O TOM, YTO OOpaTHasi CBSI3b, peaiIM30BaHHas €
nomolibio ASR, cmoco6cTByeT MOBBIIIEHWIO BOBJIEYEHHOCTH
y4yallluXcs, YJAy4lleHUI0 MPOU3HOIIEHUS] U PAa3BUTHI0O HAaBbIKOB
YCTHOM peuu. TakKe paccMaTpPUBAKOTCA TEXHOJIOTHUYECKUE
OrpaHWYeHUs]T U  ITUYECKHe  aCleKTbl, CBsI3aHHble C
KOHQUIEHIIMAJIbHOCTBIO IAHHBIX U CIIOCOOAMHU MPe0CTaBIEHH s
obpaTHOW CBsI3W. B 1esoM, pe3yabTaThl MNOJYEPKHUBAIOT
3HAYMTEJIbHbIM MOTeHIMaa TexHoyoruid ASR B TpaHncdopmauuum
SI3bIKOBOTO 06pa30BaHUs 32 CYET MaCIITaOUpPyeMOW OILleHKH B
peaJibHOM BpeMeHM HW MepCOHAJU3UPOBAHHOW MOJJEPKKHU
0o0ydeHHUs, MpPU 3TOM aKLEHTHUPYeTCsd HeOoOXOAUMOCTb WX
JlaJIbHEUILIeT0o COBEepILIEHCTBOBaHUS 5 CripaBe/lJIMBOTO
BHe/IpeHUSI B YCJIOBUSIX Pa3HOOOPa3us 00y4YaroIUXCs.



S o Xorijiy lingvistika va lingvodidaktika - 3apy6exHast TUHIBUCTHKA
m cience Y JIMHTBOAWIaKTUKA - Foreign Linguistics and Linguodidactics
ehrogh tins.and epace Issue -3 Ne 4 (2025) / ISSN 2181-3701

INTRODUCTION

Automatic Speech Recognition (ASR) Technologies for spoken learner corpus
collection are vital tools that significantly impact language acquisition, especially in the
context of second language (L2) learning. ASR technologies facilitate the real-time
transcription of spoken language, allowing educators and researchers to collect and
analyze learner corpora effectively. This capability enhances the assessment of spoken
proficiency and offers personalized feedback, thus contributing to improved
pronunciation and language skills among learners [1][2].

The evolution of ASR systems has resulted in various approaches tailored
for educational settings, including speaker-dependent, speaker-independent, and
speaker-adaptive models. Each type presents unique advantages and challenges,
particularly in diverse classroom environments where multiple learners interact.
Notably, ASR technologies are integrated into applications such as automatic reading
tutors and conversational agents, which have been shown to engage learners and foster
interactive language practice [3][4]. These tools not only improve language skills but also
enhance the accessibility of language learning resources.

Despite their benefits, ASR systems face notable challenges, including accuracy
discrepancies across different languages and dialects, as well as ethical concerns
surrounding privacy and data usage. Recent studies have highlighted issues such as the
potential bias against speakers from diverse linguistic backgrounds, which could impact
the fairness of language assessments [5][6]. Furthermore, the technology's performance
can be compromised by environmental factors like background noise and the individual
characteristics of learners' speech patterns, raising questions about its reliability in
varied settings [7].

ASR technologies hold immense potential for revolutionizing language learning
through enhanced feedback and engagement, but ongoing research is necessary to
address the current limitations and ethical concerns associated with their use. The future
of ASR in educational contexts hinges on advancements that improve accuracy, reduce
bias, and broaden accessibility, thereby maximizing the benefits for language learners
worldwide [5][8].

LITERATURE REVIEW

Automatic Speech Recognition (ASR) technology has evolved significantly since its
inception in the mid-20th century, marking a transformative journey in how spoken
language is processed and understood by machines. The early attempts at ASR faced
challenges with variations in accents, dialects, and speech nuances, which often resulted
in inaccuracies in transcription. Over the decades, advancements in acoustic modeling
and machine learning have enhanced the robustness and accuracy of ASR systems,
allowing for more effective communication between humans and technology [1][9].

In the context of language learning, ASR plays a crucial role in developing spoken
learner corpora, which are essential for evaluating and improving speaking proficiency
among learners of a second language (L2). These corpora can be categorized into two
main types: those focusing on native-speaking children, used primarily for developing
virtual tutors in non-language subjects, and those aimed at young language learners to
support language acquisition [10][11]. ASR systems provide real-time feedback on
learners' pronunciation and fluency, thereby offering personalized practice exercises that
are vital for language development [12].
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Moreover, the incorporation of ASR in educational settings not only enhances
accessibility through automated captions for instructional content but also aids in the
efficient assessment of students' speaking abilities. However, despite the impressive
progress in ASR technologies, challenges such as the influence of learners' backgrounds,
including prior language exposure and educational experiences, must be addressed to
ensure a comprehensive understanding of speaking proficiency [3] [13-][14]. Future
studies could benefit from including measures to evaluate these factors, potentially
through pre-assessment surveys or interviews [3].

As ASR continues to advance, its applications extend beyond language learning into
various domains, including healthcare, customer support, and accessibility tools,
underscoring its growing significance in our daily lives [9][14]. The ongoing research
aims to tackle issues related to privacy, bias, and the computational efficiency of ASR
systems, which are crucial for their widespread adoption and effectiveness [9][15].

Automatic Speech Recognition (ASR) technologies have emerged as essential tools
for collecting spoken learner corpora, enabling educators and researchers to analyze
language acquisition in various contexts. These systems facilitate the assessment of
learner language by capturing spoken interactions in real-time and providing
transcriptions for further analysis [2].

Types of ASR Systems

ASR systems can be classified into three main types: speaker-dependent,
speaker-independent, and speaker-adaptive. Speaker-dependent ASR requires
training on an individual's voice, making it less suitable for diverse classroom settings
where multiple learners are involved. In contrast, speaker-independent ASR operates
without prior training, leveraging extensive speech databases to recognize various
speakers' voices, which is particularly beneficial in educational environments [3].
Speaker-adaptive ASR combines aspects of both, using customized databases to improve
recognition accuracy based on user input.

Impact on Language Acquisition

ASR technologies are employed in various educational applications aimed at
enhancing learner engagement and language development. For example, automatic
reading tutors utilize ASR to provide feedback on pronunciation errors by comparing
learners' speech with reference transcripts [13]. These systems are generally designed
for quiet environments, such as libraries, ensuring that only one learner reads at a time,
which facilitates focused feedback.

Conversational tutors represent another innovative use of ASR, combining speech
recognition with language generation to create interactive learning experiences. Tools
like My Science Tutor (MyST) support small-group learning by engaging learners in real-
time dialogues, which enhances their spoken language skills [13][4].

Recent studies indicate that ASR technology significantly enhances learner
engagement during language learning activities. By providing instant feedback and
interactive practice opportunities, ASR systems contribute to improved pronunciation,
vocabulary acquisition, and overall language proficiency [4]. The accessibility of free ASR
tools has also democratized language learning, allowing for quick deployment in various
educational contexts [3].

Despite their advantages, ASR systems face challenges, particularly in terms of
accuracy across different languages and dialects. While modern ASR engines have made

4
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considerable advancements, achieving 100% accuracy remains elusive due to the
complexities of human speech [5]. Additionally, privacy concerns regarding data use and
storage present significant ethical considerations for educational institutions
implementing ASR technologies [6].

METHODOLOGY

This study employed an explanatory sequential mixed methods design, which
involved the systematic collection and analysis of both quantitative and qualitative data
to comprehensively address the effectiveness of Automatic Speech Recognition (ASR)
technologies in collecting spoken learner corpora. The methodology was divided into
distinct phases to provide a holistic view of the impact of ASR technologies on language
learning outcomes, particularly in the context of English L2 learners [3].

Participants

The research focused on 20 intermediate-level L2 learners from Uzbekistan,
differentiating it from previous studies by its emphasis on integrating ASR technology
with peer correction techniques during pronunciation and speaking instruction. An
experienced IELTS teacher collaborated closely with the researcher to implement the
intervention and offer feedback to participants [3]. This structured approach not only
ensured consistency across groups but also enriched the data collected through both
objective measurements and subjective learner perceptions [3].

Data Collection

The initial quantitative phase assessed the effectiveness of various ASR systems by
measuring their precision, recall, and F1 score in detecting keywords in learner speech. A
specific focus was placed on evaluating the classification accuracy of a BERT-based model
in predicting students' oral assessment grades from ASR transcripts. The results
indicated a notable 2% absolute drop in classification accuracy for African American
English (AAE) speaking students compared to their non-AAE counterparts [16]. ASR
systems, particularly Whisper, achieved a high scoring accuracy of 95.6% in comparison
to human-labeled transcripts, which scored at 96.3% [16].

Following the quantitative analysis, the qualitative phase utilized interviews to
delve deeper into learners' perceptions of ASR technology. This phase involved a
thematic analysis of the interview data, guided by Grbich's (2012) methodologies. Initial
reviews identified broad categories that were further dissected into subthemes,
capturing nuanced learner experiences and attitudes towards ASR technology's role in
their learning process [3].

Procedure

The intervention protocol was meticulously designed to align with the research
objectives, and regular meetings between researchers and the instructor ensured a
consistent approach to data interpretation and theme development. The study's design
allowed for a rigorous examination of how ASR technologies influence pronunciation and
speaking skills, filling a significant gap in existing research by highlighting the
perspectives of intermediate L2 learners [3][16].

The methodology incorporated comprehensive testing of ASR systems across
various configurations, yielding valuable insights into the strengths and weaknesses of
each technology in practical classroom settings. Future studies may expand upon this
framework by utilizing larger samples and varying procedures to further validate these
findings [3].

Cn
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RESULTS AND DISCUSSION

Quantitative results demonstrate that the ASR systems exhibit varying levels of
precision and recall in detecting keywords, with an F1 score reflecting the balance
between these metrics. For instance, the BERT classification model for automatic
response scoring achieved its highest accuracy at 95.6% when using Whisper ASR
transcripts, in contrast to a 96.3% accuracy with human-labeled transcripts [16]. This
suggests that while ASR technologies can effectively transcribe learner speech, the
quality of the transcription can significantly affect the assessment outcomes. The
integrated approach tested on the UASpeech dataset resulted in an overall word
recognition accuracy of 69.4% across multiple speakers, indicating that while ASR
systems can achieve reasonable performance, there remains room for improvement,
particularly in diverse speaking styles [11][16].

The ASR systems provide a variety of feedback mechanisms, which are crucial for
language learners. Explicit corrective feedback is enabled through graphical
representations of speech, such as waveforms and spectrograms, allowing learners to
understand discrepancies between their pronunciation and that of native speakers [17].
This level of detail can foster a more tailored learning experience, accommodate
individual learning styles, and address specific pronunciation challenges [3]. However,
there are concerns that some ASR systems may inadvertently limit learners' practice
opportunities by relying too heavily on pre-recorded samples for comparison, thus
hindering spontaneous speech production [3].

Research indicates that ASR programs providing explicit corrective feedback are
particularly beneficial for pronunciation development in language learners. For instance,
systems like MyET, which deliver immediate, targeted feedback, have been shown to
enhance learner outcomes significantly when compared to systems that offer indirect
feedback, such as Speechnotes, which often fail to accurately identify the nature and
location of pronunciation errors [16]. This distinction emphasizes the importance of
selecting ASR technologies that align with the pedagogical goals of language instruction.

Regarding the effectiveness of ASR in language classrooms, the research
highlighted that ASR technology can lead to improved pronunciation among English as a
Foreign Language (EFL) learners. ASR systems were found to facilitate instant feedback,
allowing learners to recognize and rectify errors more efficiently [3]. Furthermore, the
integration of ASR in pronunciation training has been shown to increase student
engagement and interaction, contributing positively to their overall learning experience
[4][3]-

Despite the positive outcomes associated with ASR technologies, several
challenges have been identified. For example, some students reported frustrations with
ASR systems misinterpreting words, which hindered their learning experience [16].
Additionally, the effectiveness of ASR may be compromised in suboptimal audio
conditions, leading to increased inaccuracies in speech recognition [13]. These factors
underscore the need for continued research and development in ASR technologies to
enhance their reliability and effectiveness in educational contexts.

As ASR technologies continue to evolve, future case studies should explore their
application across diverse learner demographics and educational settings. Investigating
the long-term effects of ASR on language acquisition and exploring the integration of ASR
with other technological tools could provide valuable insights into optimizing language

6
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instruction and learner engagement strategies [14][15]. By addressing current
limitations and refining system capabilities, ASR has the potential to transform language
learning experiences for students worldwide.

CONCLUSION

This study underscores the significant potential of Automatic Speech Recognition
(ASR) technologies to enhance language learning outcomes, particularly within the
context of English as a Second Language (L2) instruction. Employing a mixed-methods
design, the research demonstrates that ASR systems, specifically, Whisper and BERT-
based models, are capable of generating highly accurate transcriptions and delivering
real-time, individualized feedback that supports improvements in learners’
pronunciation, fluency, and overall oral proficiency. The integration of ASR into
pedagogical practice not only facilitates scalable and efficient language assessment but
also promotes learner autonomy and engagement.

Nevertheless, the findings also reveal persistent challenges, including reduced
accuracy in varied linguistic and acoustic conditions, potential algorithmic bias against
speakers of certain dialects, and ethical concerns related to data privacy and informed
consent. These limitations highlight the need for continued refinement of ASR
technologies and the development of equitable, ethically sound implementation
strategies in educational contexts. Addressing these dimensions is essential for
maximizing the pedagogical benefits of ASR and ensuring its effective and inclusive
integration into language learning environments.
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