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STEFFENSEN (EITKEN-STEFFENSEN) METHOD FOR SOLVING NONLINEAR
EQUATIONS
0. Hoydarov

Abstract: Solving nonlinear equations is more complicated and is a
perfectly unresolved problem in computational mathematics. This iterative
algorithm is called the Steffensen method in numerical methods. The
Steffensen method has a quadratic approximation. This method requires
calculating the value of the function twice in each iteration, in which case the
Steffensen method is less efficient than the cutters method.
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To increase the approximation speed of the test method

Xn+1=¢x,)n=0,12 ..(1)

In the expression f'(x,) Abbreviation of words that bring the harvest
closer:

f,(Xn) ~ f Xn+1)—f (Xn) (2)

Xn+1~Xn
If (1) is a left-handed approximation, then (2) is a right-handed
approximation. (2) shows that in which it has not yet been determined x,+1
To calculate the presence of an unknown limit, we use a simple iteration
(1.2):
Xpt1 = (X)) = X5+ f(Xp).
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As a result, we have the following approximation:
/ f &n+f(xn) )—f Xn)
f (Xn) =~ f(Xn) .
Using this expression in Newton's method, we get a new iterative
algorithm:

oS [ () (3)

X+l = Xn T G G )~ ()

This iterative algorithm is called the Steffensen method in numerical
methods. The Steffensen method has a quadratic approximation, but here in
addition f (x, + f(x,)) a high approximation speed is achieved by
calculating the value of the expression. .The iterative algorithm above (3)
can also be derived from the method of accelerating the convergence of
linear convergent sequences proposed by Eitken.

To do this, consider the following sequence:

Zn =z + Cq"™ (4)

This is a sequence |g| < 1 to z limit approached. Find the limit value of
z using simple reflections {z,} three in a row z,_4,z, and z,,, in series

Z z Z -z . .
—— =g and % = ¢ this from two equations (zp41 — 2)(Zg—1 — 2) =
n-1-— n—

((zq — 2)? equality. This leads to the following expression for z:
— Zn+1Zn-1~ Zf
Zn+1—2Zn —Zn-1

Based on this result, let us consider the following Eitken proposition to

replace the {z,} sequence with another sequence:
Zn+1Zn—1— Z4

S = o (5)
If this substitution is in any sequence in the form (4)
if we use, then at any value of n §, = z— gl_r)go z™ equality is

appropriate. If the approximation type of the sequence {z, } is close to (4),
then substitution (5) gives z a new sequence that approximates z faster than
the original (even if it does not give its limit at an arbitrary value of n).

1-for example. This

x3—-x2-8x+12=0

approximate the double root of the equation x, = 2 using Newton's
method and the Eitken accelerator.

Solution. The results of the calculations are presented in the table below
with the elements of the corresponding sequences (see columns three and
four).
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n X, x,—x, |[lx_,—x, S, . —x /Ié,—x

0 05 - - -

1 1454545 0.363636 - -

2 1.745050 0.467391 1.872159 -

3 1 876049 0.486197 1.983607 0.128232
4 1038822 0.493563 1.906588 0.208141
5 1.969602 0.406884 1.000213 0.230676
6 1 084847 0.498466 1.000811 0.240656
7 1.992435 0.4990230 1.000054 0.245400
8 1.006221 0.400621 1.000088 0.247717
0 19008111 0.400811 1.000007 0.248863
10 | 1.990056 0.499005 1.000000 0.2490432
11 | 1900528 0.490053 2.000000 0.240717
12 | 1900764 0.400076 2000000 0.240856
13 | 1.900882 0.490088 2.000000 0.240048
14 | 1.00004]1 0.400004 2.000000 0.250448

In the third column of this table, the approximation velocity is assumed
to be a =1, and the values of the variable C in equation (4) for each iteration
are given. The results in the table show that C changes very little during the
iterative process and is very close to C = 0.5. As a result, the hypothesis that
the rate of approach of the Newtonian method to the multiple root is linear
is proved.

Using the linear approximation {x, } sequence (5) to the accelerating
formula, we obtain the values of the s in the fourth column of the table E, .
By comparing the values in the second and fourth columns of the table, we
make sure that we have reached the approximation speed. Indeed, the result
obtained in the fourteenth iteration of the Newtonian method can be seen
by applying the Newtonian method and the Eitken accelerator q to the same
result in its seventh iteration. The results in the fifth column of this table
show that such an effective result was achieved not by increasing the
convergence velocity index a, but by reducing the variable C to 0.25. First of
all iterative for this x,,1 = g(Xp)

let's spread the right side of the formula to Taylor's row, that is

gxn) = g+ Xn — %)) = X + ' (X)) Xn — %) + O((Xn — Xr)z)'

According to this

Xns1 — Xr = 9 (Xp) (Xn — %) + O((Xp — Xr)z):

And so, e, = X, —X, The following approximate equation can be
written for each iteration with square accuracy:

Xne1 — Xr = g (%) Xn — Xp)-

Here the sequence {x,} can be expressed by the following formula:

Xp = Xp t [g’(Xr)]n(Xn - Xr)
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The approximation type of this sequence is the same as that of the
sequence (4). This means that the approximation sequence to the root in
simple iteration is suitable for applying the approximation acceleration
procedure.

In order to ensure that each improvement value calculated using the
approximation acceleration procedure is taken into account in subsequent
calculations, it must be taken into account immediately. This is done at each
step of the iteration as follows: Suppose that the calculations were
performed until the value of x,, was calculated; using it we calculate two
auxiliary values x,(ll) = g(x,) and

x,(lz) = g(g(xn)). We apply the accelerator formula (5) to the three
values x, x,(ll), and x,sz), and the result is the following

Assume that x,, +1 approximation:

Xn g (g (Xn )) B gz(xn)
g(g(xn))_ Zg(xn)'l'xn

It appears that Equation (3) is one of the forms of writing the Steffensen
iterative formula.

Example 2. The formula (6) is given by this

x3—-x2—-8x+12=0
Use to find the double root of the equation.

Solution. To do this,
f(x)

g(X) - X_f/ (x)

corresponding to the Newtonian iteration

from the calculations according to formula (6)

{0.5; 1,87215909; 1,99916211; 1,99999996; 2,00000000}

we create a sequence. Comparing these values with the values of €, in
the fourth column of the table above, we can see that the efficiency is
increased by adding the accelerator to the algorithm obtained from the line,
rather than to the sequence.

The important conclusions of this work are as follows:

1. Solving nonlinear equations is more complicated and is a perfectly
unresolved problem in computational mathematics;

2. The initial problem of solving nonlinear equations is the study of the
existence, number and interval of solutions of nonlinear equations, which
are explained by solving specific examples;

3. The problem of finding the separated root of a nonlinear equation is
described in several approximate ways, explained by the solutions of
concrete examples;

Xp+1=
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4. Approximate methods of finding the roots of a nonlinear equation
have been studied from simple to complex and with their special cases,
which has made it possible to shed more light on the subject;

Thus, the problem of solving nonlinear equations depends on the type
of practical problem, the choice of the correct approximate method and the
initial condition, the effective use of these methods.

References:

1. A6ayxamugoB A. Y. XynouHasapoB C. Xucob6usall ycyJiapujaH
aMasIMéT Ba JIabopaTopHs MaIIFyJoTaapH. — TomkeHT: YKUTYBYH, 1995. -
240 6.

2. baxsanoB H. C., ’)KugkoB H. I1., Ko6enabkos I'. M. YucsieHHbIe METO/IBI.
- M.: U3x-Bo BrunHoM. JlabopaTtopus 3HaHuy, 2011. - 640 c.

3. baxBasioB H. C., KopneB A. A., YmxxoHkoB E. B. YucsieHHble METO/BI.
Pemenus 3aga4 v ynpakHenust. — M.: U3a-Bo [lpoda, 2009. - 400 c.

4.baxBaJsioB H. C,, JlanuH A. B., Ymxoukos E. B. YucyseHnHble MeTO/bl B
3a/lauyax ¥ ynpaxkHeHusx. - M.: U3a-Bo bunoM. JlabopaTopus 3Hanui, 2010.
-240c.

5. Bepxk6unkuii B. M. OCHOBBI YHMC/JIE€HHBIX MeTOZOB. — M.: Bbiciias
mkoJsa, 2009. - 848c.

6. Bopo6nena I'.K., lanunoBa A.H. [IpakTUKyM 1O BbIYUCIUTEN b-HOU
MaTeMaTukKe. — M: Beicmag mkoJia, 1990.

7.JdemugoBuy  B.Il., Mapon H.A. OCHOBbBI BBIYHUCJIUTEJSbHOU
MaTeMaTUKU. — M.: Hayka, 1966.

8. IbsikoHoB B.II. Maple 9.5/10 B MaTeMaTuKe, pu3rvKe HOOPA30BAHUU.
- M.: COJIOH-IIpecc, 2006. - 720 c.

9. KugkoB B.H. BeiuuciurtenbHag maTeMaTuka. - M, Akagemus, 2010.
-208c.

10. HUcpaunoB M.U. Xucobsam ycysnapu. 1 - KucM. - TOILIKEHT:
VkuTyBun, 2003. - 430 6.

11. Kanutkun H.H. Yucinennble metoawl. - C.JI6.: H3x-Bo BXB-
[lerep6ypr, 2011. - 592 c.

12. KanutkuH H.H., Anpiminbaa E.A. YucieHHble MeTobl: B 2 KH. KH. 1.
YucseHHblM aHanus. - M.: U3paTtenbckuil eHTp «Akagemusi», 2013- 304 c.

13. Konyenosa H.B., MapoH H. A. BeryucavTtesiHasd MaTeMaTHKa B IIpU-
Mepax U 3aza4ax. - M.: Hayka, 2008. - 368 c.

14. KpbuioB B.H., Bo6koB B.B., Monacteipckuit I[1.H. BeruncauTenbHble
MeTozbl. M.: Hayka, 1976.

15. Co0opHUK 3a1a4 10 MeTOAAaM BblYHUCAeHUH. YuebHoe nocobue / [log,
pea. ILMU.MoHacTbeipHOTO. - 2-€ u3/. - MH.: YHuBepcurtenkoe, 2000. - 311 c.

86



