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Abstract. This paper explores the crucial role of linguistic corpora in

determining word frequency within a language. By analyzing large, structured
collections of authentic texts, linguistic corpora provide reliable statistical data
that reflect real-world language use. The study discusses various types of
corpora (such as balanced, specialized, and learner corpora) and their
applications in frequency analysis. It highlights how frequency data derived
from corpora inform lexicography, language teaching, computational linguistics,
and psycholinguistic research. The paper also examines methodological
approaches to frequency counting and the importance of corpus
representativeness and size. Ultimately, the research emphasizes that corpora-
based frequency analysis offers a more objective and comprehensive
understanding of lexical usage compared to intuition-based methods.
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AHHOTanusa. B JaHHOM CcTaTbe pacCMaTpUBAETCd Ba)KHasd poJib
JIMHTBUCTUYECKUX KOPIYCOB B OMNpeJieJIeHUU YacCTOTHOCTH CJIOB B SI3bIKe.
AHanu3upysi oOLIMpPHbIE M CTPYKTYPUPOBAHHbIE KOJIJIEKIUU ayTEHTHYHBIX
TEKCTOB, KOpIlyca NpeJOCTaBJSIOT JAOCTOBEPHbIE CTAaTUCTUYECKHE [IaHHBIE,
OoTpakalwllyMe  peajibHOe  yhnoTpebsieHMe  s3blka. B Hccieo0BaHUU
paccMaTpUBaKOTCA  pa3jiMdHble TUIbl  KOPHycoB  (cOaslaHCUpPOBAHHbIE,
crelMaJM3upOBaHHble, KOpIyca M3y4yawlUX $3blK) W HUX INpPUMeHeHHe B
4yacTOTHOM aHasu3e. [logyépkuBaeTcss 3HAYeHHE YACTOTHBIX JAHHBIX,
MOJIyYEHHBIX M3 KOPIYCOB, [Jisl JIeKCUKOrpapuu, NpenoJaBaHUsl SI3bIKOB,
KOMIMbIOTEPHOW JIMHTBUCTUKA M TCUXOJUHTBUCTUYECKUX UCCAe0BaHUM.
Takxke 006CYXJalOTCs MeTOJI0JIOTUYECKHe TMOAX0Jbl K IMOJCYETy YaCTOT U
BaXKHOCTb pelNpe3eHTaTUBHOCTU U 00bE€Ma Kopmyca. B 1esoMm, ucciaengoBaHue
NOAYEPKUBAET, YTO aHA/IM3 YAaCTOTHOCTU Ha OCHOBE KOPIYCOB obOecrneynBaeT
60Ji1ee 06 bEKTUBHOE U BCECTOPOHHEE TOHMMAaHME JIEKCUUECKOT0 YIIOTPeOJJIeHUS
110 CPaBHEHHUIO C MeTO/IaMH, OCHOBAaHHbIMU HAa UHTYHUIIHH.

KiroueBble cji0Ba: 4acTOTHOCTb, KOpPNyca, JIMHIBUCTUKA, CJI0BO, TEKCT,

MeTOo/, I3bIK, aHaJIH3.
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My subject in this paper is the role of frequency in helping to determine
teaching priorities in English language teaching. On the one hand, it seems to be
a matter of common sense to teach words or forms which ar e frequent before
those which are infrequent or rare. On the other hand, feel that over the past
generation the topic of frequency has been neglected in the teaching of
languages, although it has started to reclaim attention in the last few years.
There are also problems, both of theory and practice, relating to frequency.

In this paper we first provide, by way of background, an account of how
corpora have been used in lexicography to date, culminating in a brief
description of the word sketches as used in the preparation of the Macmillan
dictionary. We then describe the Sketch Engine, including the preprocessing it
requires, the approach taken to grammar, the thesaurus, and the sketch
differences. We end with a note on our future plans. The first age of corpus
lexicography was pre-computer. Dictionary compilers such as Samuel Johnson
and James Murray worked from vast sets of index cards, their 'corpus’'.

The second age commenced with the COBUTLD project, in the late 1970s
(Sinclair 1987). Sinclair and Atkins, its devisers, saw the potential for the
computer to do the storing ,sorting and searching that was previously the role of
readers, filing cabinets and clerks, and at the same time to make it far more
objective: human readers would only make a citation for a word if it was rare, or
where it was being used in an interesting way, so citations focused on the
unusual but gave little evidence of the usual. The computer would be blindly
objective, and show norms as well as the exceptions, as required for an objective
account of the language. Since COBUTLD, lexicographers have been using KWIC
(keyword in context) concordances as their primary tool for finding out how a
word behaves.

For a lexicographer to look at the concordances for a word is a most
satisfactory way to proceed, and any new and ambitious dictionary project will
buy, borrow or steal a corpus, and use one of a number of corpus query systems
(CQSs) to check the corpus evidence for a word prior to writing the entry.
Available systems include Word Smith, Mono Conc, the Stuttgart workbench and
Manatee.

The first application in lexicography, corpus has played an increasingly
important role in general linguistic research. By definition, a corpus contains a
large amount of naturally occurring language data and therefore becomes an
ideal data source for investigating language and language use. It is not
uncommon now for a study of syntax or semantics to cite example sentences
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collected from natural corpora. For this purpose, the most often used corpus
analyses are word frequency counting, concordance, and keyword in context, all
of which are standard functions available in most corpus websites and corpus
analysis software. A more advanced tool is Sketch Engine (Kilgarriff et al., 2004),
which automatically extracts grammatical relations based on statistical patterns
in the corpus. In addition to syntactic and semantic research, the use of corpus is
especially important in discourse analysis and studies of language variation.

While discourse analysis usually employs qualitative analysis aided by the
commonly used corpus analysis tools listed earlier, a corpus-based study of
language variation typically uses quantitative analysis with statistical models
built on large datasets extracted from the corpus for the examination of
variation patterns.

Corpora provide empirical data for calculating word frequency. Unlike
intuition or small samples, corpora-based frequency analysis is:

e Accurate: Based on large, real-world data.

e Representative: Captures different contexts, genres, and registers.

» Repeatable: The methodology can be applied across different languages
and corpora

Accurate: This phrase is commonly used in academic and linguistic
contexts to emphasize that the analysis or findings are grounded in extensive
and authentic language use from actual communication (spoken or written). Let
me know if you'd like it phrased differently for a specific sentence.

Representative: means the corpus is a fair and accurate sample of the
language.

e Captures implies that it includes or reflects.

 Contexts refer to different real-life situations where language is used (e.g.,
formal meetings, casual chats, online posts).

e Genres are types or categories of texts (e.g., newspaper articles, fiction,
academic papers, blogs).

 Registers refer to language style or tone depending on formality, purpose,
and audience (e.g., formal academic English vs. informal spoken conversation).

In academic and scientific contexts, especially in corpus linguistics,
repeatable means that a method or analysis is not limited to one specific dataset
or language — it can be:

e Used again with similar steps,

e Tested in new environments or with other languages, and

¢ Yield consistent and comparable results.
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So in this context, the phrase means:

“The analytical approach used (e.g., frequency counting, collocation
analysis, concordance searches) can be applied not just to English, but to many
different languages and types of corpora (spoken, written, formal, informal,
domain-specific, etc.) with little or no modification.”

In addition, previous research discussed equivalent terms used to refer to
lexical bundles in Indonesian as a lexical group. The term lexical bundles will be
renamed “lexical group” in the next few paragraphs. The research focuses on
finding the frequency and analyzing the structure of lexical groups in Indonesian
when writing academics in law. The data corpus used consists of theses,
dissertations, and journal articles containing 2,054.312 words. Meanwhile, the
limit for the minimum set frequency is 40 times in at least five different texts. As
a result, it was found that 475 lexical groups consisting of three words up to
seven words were dominated by three words. Frequent use of vocabulary
bundles can be used as a signal of competent use of the language in a particular
register. More competent students use more natural, sometimes unintended,
specific bundles to transmit specific discourse features in their arguments. On
the other hand, according to other previous studies, students as writers rarely
use vocabulary bundles in their academic papers, and language abuse arises
from a lack of awareness of choosing correct, more natural expression patterns.
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