¢GWIBMBI - TO3BOJSET, NPU HEOOXOIUMOCTH, IEMOHCTPHUPOBATh H3ydaeMble MPOIECCH B
JUHAMUKE.

JIOCTUTHYTh ~ YHNOMSIHYTBIX  IeJieii  oOpa3oBaHUS  [OMOTAeT  WCIOJB30BAaHUE
MYJIbTUMEAMMHBIX BU3YaJIbHBIX CPEJICTB 00y4eHUs U pecypcoB MHTepHeTa, KOTOpble 001aJat0T
HEKOTOPHIMU BO3MOXXHOCTSIMU MOBBIIIEHUS 3 (hekTuBHOCTH nporecca oOyuenus [3]:

- B IIpoliecce 00y4eHUsl aKTUBU3UPOBATh HE OJJMH KaHaJl BOCIIPUATHSL, @ HECKOJIBKO, YTO
JieNlaeT BO3MOYKHOW MHTETpaIiio MH(OPMAIHH, KOTOPas I0CTABISCTCS Pa3HBIMH OpraHaMu
YYBCTB;

— BH3YQJIBHO MPEJICTABIATH TUHAMUYECKHE MTPOIECCHl U aOCTPaKTHYIO HH(POPMAIIHIO;
— (opMupoBaTh y 00y4aroLerocs CUCTEMHOCTb IIOCTPOCHUS U3y4aeMOro MaTepuara.
3HayMMOe NPEUMYIIECTBO MYJIbTUMEIUNHBIX BU3yaJbHBIX CPEICTB B 00pa3oBaTeIbHOM
IIPOLIECCE — ITO BO3MOYKHOCTb €r0 MHIMBUyanu3auuu. [Ipy ncnonp30BaHuu MyJIbTUMETUINHBIX
BU3YaJIbHBIX CPEACTB 0OydaeMble MOT'YT NPUHUMATh PELIeHUs, paboTaTh CaMOCTOSTENBHO HaJ
y4e€OHBIMU MaTepHajlaMi C UCIIOJIb30BAHUEM MHTEPAKTUBHBIX BO3MOKHOCTEN MYJIbTUMEIUHHBIX
IporpaMM M pelaTh, B KaKOM MOCIe10BaTeNbHOCTH UX M3y4aTb. J[pyruMu cioBaMu, CTyJIEHTHI
IPUHUMAIOT aKTUBHOE ydyacThe B oOpa3oBaTesibHOM Ipouecce. To ecTh Ha mpouecc 00ydeHHs
CTYAEHTBHl UMEIOT BO3MOXKHOCTh BBIOMpATh MaTepual, KOTOPbIM OHM XOTAT WU3ydaTb, U MOTYT
MOBTOPSATh €r0 HECKOJIBKO pa3, 4ToObl Jydmie YcBOWTh wuH(popManuio. I HEeKTHBHOCTh
OPUMEHEHHUS MYJIbTHUMEIUMHBIX BU3YaJbHBIX TEXHOJIOTMM B Y4eOHOM IIpOLECCE€ 3aBUCUT OT
MHOTHX (DaKTOpOB, B TOM YHCJIE M OT YPOBHS CaMOW TEXHHWKH, U OT Ka4eCTBA HCIOJIb3yEMBIX
00y4aroIux MporpamMmm, U OT METOJIMKU 00y4YeHHU s, IPUMEHIEMOM MTperoiaBaTeeM.

[IpumeHeHne TpaAULIMOHHBIX (DOPM, CPEICTB, METOJOB OOYYEHHS C HCIOJIb30BAaHHEM
MYJIbTUMEAMMHBIX BU3YaJIbHBIX TEXHOJIOTUH MOTYT CYIIECTBEHHO MOBBICUTH 3PPEKTUBHOCTD U
MHTCHCU(UKAIMIO 00pa3oBaTEIBLHOIO MpPOIEcca, PEHIMTh CTOAIIME Iepe] 00pa3oBaTeIbHBIM
yupexkaeHueM 3ajaud  oOydyeHMss W BOCIUTaHHUA AKTUBHO U TBOPYECKH MBICIILETO
obyuatomierocs. CTyIeHT JOJDKEH OBbITh OpPUEHTUPOBAH HA TOCTOSSHHOE  OCBOEHHUE
MYJIbTUMEAMMHBIX BU3YyalbHbIX TEXHOJIOIUH, FOTOB K YCIOBUAM OBICTPO MEHSIOLICHCS cpelbl U
MOCTOSIHHOTO yBEJIWYCHHS HH()OPMAIIMOHHOTO IOTOKA, T.€. MYJbTUMEIUIHBbIE BU3yaJbHBIC
TEXHOJIOTUSI TI03BOJIAIOT JTOOUTHCS pelleHHs OCHOBHOW 3aJayM: pa3BUTHs IO3HABATEIbHBIX
HABBIKOB CTYJEHTOB, YMEHHI CAMOCTOSITEIbHO KOHCTPYUPOBATh CBOM 3HAHUS, OPUEHTUPOBATHCS
B MH(QOPMALIMOHHOM MIPOCTPAHCTBE, PA3BUTHUSI KPUTUUYECKOTO U TBOPUYECKOTO MBIIUICHUS.
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Abstract. Mind perception is the intellectual ability of humanity, intellectual abilities
include such parameters as human perception, memory, scope of thinking. Artificial intelligence
refers to the mind that uses machines to perform on the basis of the functioning of the human
mind. Mankind’s intellect may not be limited, but machines can run much faster than humans
when it comes to solving a problem over time. Tasks like doing a lot of calculations in a short
period of time are the strengths of digital computers. In this respect, they are superior to humans
in many ways. But in many other areas, humans are far superior to machine systems. For
example, in an unfamiliar environment, a person can make a decision much faster than a car. In
recent times, scientists have used games to prove the superiority of machines over humans, and
have managed to do so with a vengeance, but now the creation of such machines and astonishing
people with it has lost its relevance.

Keywords: Control systems, artificial intelligence, mathematical models, data flow, deep
learning.

Recent research by researchers has shown that intelligent systems cannot be built without
a deep understanding of human intelligence and intelligent movement in general, so neural
networks are important in artificial intelligence. The inherent strength of the human mind is its
ability to be flexible. We are able to adapt to different environmental conditions and change our
behavior through learning. Because our learning ability is so much higher than that of computers,
machine learning is a central sub-field of artificial intelligence.

The word "intellect” is derived from the Latin word "intellectus”, which means to know
(determine), understand or comprehend (mind) [1]. If we look at the history of artificial
intelligence, it is only in the second half of the twentieth century that humans created the first
prototypes of artificial intelligence, but long before that they began to talk about "thinking
machines"”. For example, in the nineteenth century, Mary Shelley 's Frankenstein and Samuel
Butler 's Darwin developed the idea of artificial humans and machines of thought in fiction.
Artificial intelligence has become a constant subject of science fiction to this day. In the 1940s
and 1950s, researchers in various fields (mathematics, psychology, engineering, economics, and
political science) began to discuss the possibility of creating artificial intelligence [2]. Artificial
intelligence as a practical science of mechanizing thinking could, of course, only begin when
programmable computers were available. In the early 1950s, Herbert Simon, Allen Newell, and
Cliff Shaw experimented with writing programs to mimic human thought processes. As a result
of the experiments, a program called Logic Theorist emerged, consisting of rules of axioms that
had already been proven. When he is given a new logical expression, he seeks out all possible
operations to find proof of the new expression using heuristics. This process was an important
step in the development of artificial intelligence . Although the work of Simon et al. And Shenon
demonstrated the concept of intelligent computer software, 1956 is the beginning of the subject
of artificial intelligence. This is because the first artificial intelligence conference, organized by
John McCarthy, Marvin Minsky, Nathaniel Rochester and Claude Shannon at Dartmouth
College in New Hampshire , was held in 1956. It was at that conference that John McCarthy, the
creator of the LISP programming language, proposed the term artificial intelligence. The
Dartmouth Conference paved the way for the use of computers to process symbols, the need for
new languages, and the role of computers to prove the theorem instead of focusing on hardware
that simulates the mind [2]. To this day, the benefits and harms of artificial intelligence to
humanity are being discussed among people working in the field of science. On May 23, 2017,
Google’s Alpha Go artificial intelligence program defeated then-world number one Ke Jin in a
three-game game. In strategic strategy games, computers have been beating people, but in Alpha
Go, they have not been able to do so because the game was innumerable for mathematical
algorithms, the number of combinations in the game board cells was estimated to be greater than
the number of atoms in the universe. [1,2]. This victory has put an end to many controversies,
showing that the possibilities of artificial intelligence are not limited. The types of artificial
intelligence technologies can be illustrated by Figure 1 below.
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Figure 1. Types of artificial intelligence technology.

The basis of artificial intelligence is neural networks, on the basis of neural networks can
be organized machine learning and in-depth learning technologies.

2. Mathematical models of artificial intelligence technologies

Artificial intelligence and machine learning offer businesses ample opportunities to
improve their operations and increase their profits. Artificial intelligence models include
methods and algorithms used to teach computers to process and analyze data, just like humans.
All models of machine learning are aimed at teaching a specific function (f) that provides the
most accurate correlation between input values (x) and output values (y) [2,3].

Y = f(X) 1)

Basically the most common case is when we have data on the X and Y parameters and we
can build an artificial intelligence model to ensure the best correlation between these values
[6,7]. In these processes, the result may not be 100% accurate, otherwise it will be a simple
mathematical calculation without requiring machine learning. Instead, the function f we teach
can be used to predict a new (y ) using a new (x) , which allows for a predictive analysis. The
composition of artificial intelligence can be illustrated by Figure 2 [1,3].

0 —~— — — —ARTIFICIAL INTELLIGENCE
// A ~ '1 ""i:" . i
Artificial Intefligence PR i to mimic human behavicur
Machine Leirmng
: MACHINE LEARNING
__________ Subset of Al technigue which use
' statistical methods to enable machi
j;( to improve with experience
Deep Learning
S DEEP LEARNING
g T Subset of ML which make the
computation of multidayer neural

network feasible

Figure 2. The structure of artificial intelligence technology
Different artificial intelligence models achieve this result by applying different
approaches. There are many types of artificial intelligence models and we will look at the most
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popular of them, but before that we need to look at different types of machine learning. There are
three main types of machine learning:

» Controlled

» Uncontrolled

» Semi-controlled

Study of controlled machines. In the controlled learning model, the person teaches the
algorithm or what to look for [1,2] .

Artificial intelligence models created with controlled learning are often used to perform
predictive analysis. These models use past decisions made by experts on the subject to predict
future decisions that an expert can make [3].

In the uncontrolled learning model, the software teaches algorithms. In some cases, the
teaching method used by the curriculum mimics that of humanity, but they do not always require
the same teaching method.

Artificial intelligence models based on uncontrolled learning are often used to perform
descriptive analysis. These tasks include summarizing content, classifying content, and sorting
content.

Semi-controlled learning models combine some of the previous two models we
discussed. In a semi-controlled learning environment, a person performs part of the training and
the software is designed to manage the rest based on the initial training performed by the person.
Because artificial intelligence models created with semi-controlled learning are somewhat
generalized to both teaching methods, they are able to perform both predictive and descriptive
analysis tasks depending on the intended purpose [1].

There are currently a variety of artificial intelligence models available, and they all differ
somewhat from each other, these models are listed below.

» Linear regression

> Logistic regression

> Decision trees

» Random forest

> Neural networks

> Deep learning
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TALABALARGA ZAMONAVIY TA’LIMNI RAQAMLI TEXNOLOGIYALAR
YORDAMIDA BERISHNING PEDAGOGIK ZARURATI
Parmonov Abdutolib Abduvahob o°‘g‘li
O zbekiston Milliy universitetining Jizzax filiali “Biotexnologiya” kafedrasi katta o ‘qituvchisi
Annotatsiya: Ushbu maqolani yozishda ta’lim-tarbiya jarayonining rivojlanish
bosqichlarini o ‘rganish orqali zamonaviy ta’limning farqini va ahamiyatini tadqiq etish va bu
tadqgigot natijalariga asosan xulosa chigarishni magsad gilganmiz.

Kalit so‘zlar: ragamli texnologiyalar, axborot-kommunikatsiya texnologiyalari, oliy
ta’lim tizimi, zamonaviy ta’lim.
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